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Information Theory- application areas 

Statistical physics (thermodynamics, quantum information 
theory); 

Computer science (machine learning, algorithmic complexity, 
resolvability); 

Probability theory (large deviations, limit theorems); 

Statistics (hypothesis testing, multi-user detection, Fisher 
information, estimation); 

Economics (gambling theory, investment theory); 

Biology (biological information theory); 

Cryptography (data security, watermarking); 

Networks (self-similarity, traffic regulation theory)
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What is Information?
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What is Information?
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What is Information?



Example



What number am I thinking of?



What number am I thinking of?



Redundancy and Comparison
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Cn y rd ths sntnc wtht ny vwls?



Redundancy and Comparison
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Error Correction

12



Outline



Probability
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An Illustration of a Distribution 
over Two Variable
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Statistical Independence: Definition 
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Information
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Entropy
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Example 3 — Bernoulli Distribution



Property: Concavity
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Example 4 — Categorical Distribution



Property: Maximised by Uniform 
Distribution



Property: Decomposability



Joint Entropy



Joint Entropy (Independent random variables)



An Axiomatic Characterisation 
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Conditional Entropy
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Chain Rule

28



Relative Entropy
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Relative Entropy
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Mutual Information
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Relationship between Entropy and 
Mutual Information
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Mutual Information: Properties
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Breakdown of Joint Entropy
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Conditional Mutual Information
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Q & A
Please write any feedback regarding class to

sayans@slis.tsukuba.ac.jp
Sub: Informatics class feedback
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